Performance Evaluation of Partition and Hierarchical Clustering Algorithms for Protein Sequences
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Abstract - Bioinformatics is the use of computer technology for managing biological data and solving complex biological problems. Mining biological data provides the useful patterns from large datasets gathered in biology and in other related life sciences areas. Clustering of biological sequences into groups or families is necessary in genomics and proteomics. A significant number of algorithms and methods are available for clustering protein sequences. In this paper, we compare and evaluate the performance of two clustering algorithms namely K-Means from partitioning method and agglomerative from hierarchical method for protein sequences. First, we describe each clustering methods and compare them through the validity indices and execution time as well.
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I. INTRODUCTION

Bioinformatics is the use of computers and statistical techniques for managing biological data and solving complex biological problems. Biological databases have rapidly increased due to the large number of bioinformatics projects. Enormous growth in DNA sequencing is generating large numbers of protein sequences [1]. Proteins are important molecules composed of amino acids and arranged in a linear chain. They perform all necessary functions and participate in all processes within and between cells. Each protein has unique structure and functions. Protein sequences are represented by combination of alphabets, each representing different amino acids.

Cluster analysis is a technique for finding similar data objects present in the data. It partition a given data set into a set of clusters in such a way that two objects from the same cluster are as similar as possible and the objects from different clusters are as dissimilar as possible [2-4]. Clustering technique is used in many bioinformatics applications including protein sequence analysis, drug discovery, molecular biology and structure/function prediction of proteins [5-7].

Computational tools and methods are needed for managing rapidly increasing biological sequences. Clustering is a major technique in bioinformatics for data analysis, including gene and protein sequence analysis [8]. Clustering proteins is a basis for further analysis, including their structure and function [9]. Sequence clustering algorithms have been used to group large protein sequences into different families and to search a similar protein sequences for a given query sequence [10-12]. Many clustering algorithms are available in the literature for protein sequences.

In this paper, we compare two clustering algorithms, K-Means from partitioning clustering and agglomerative from hierarchical clustering. The paper is organized as follows. Section 2 discusses the problem objective and presents the two algorithms used for comparison. Section 3 describes the performance evaluation of two algorithms and the conclusion is given in Section 4.

II. PROBLEM OBJECTIVE AND METHODOLOGY

Clustering proteins are used to identify the relationship between protein sequences and structures. Here, two techniques namely K-Means clustering and hierarchical clustering are used for clustering proteins and the performance of these algorithms are analyzed and compared for finding the efficient technique. The system architecture of this work is as follows:
A. Distance matrix computation

We used Smith-Waterman local alignment algorithm [13] for computing alignment score. This method compares all proteins with each other and computes the alignment score. The distance matrix can be obtained after finding the alignment score matrix. Distance between two protein sequences can be derived from its similarity score [14]. For a given set of protein sequences, distance between two sequences is calculated as

\[ D(G, H) = -\ln S_n(G, H) \]  

where G and H are protein sequences, D(G, H) is the distance between G and H, \( \ln \) is natural logarithm, \( S_n(G, H) \) is the normalized similarity score between G and H. Here \( 0 \leq S_n(G, H) \leq 1 \) for any protein sequences G and H, and \( S_n(G, H) = 1 \) if sequences G and H are same. The normalized similarity score is obtained by using the below formula

\[ S_n(G, H) \equiv \frac{S(G, H)}{L_Q} \]  

where \( S(G, H) \) is the similarity score of G and H, L denote the length of the local alignment of G and H, and Q is normalization parameter. The normalization parameter Q is computed as a value when two residues are matched with each other. This value depends on the distribution of residues in the local alignment of G and H, and the scoring matrix between residues.

B. Clustering Algorithms

a. K-means clustering

K-Means algorithm partitions a data set into k clusters by minimizing the sum of squared distance in each cluster. The required number of clusters is chosen in advance. Next, it checks each data object in the dataset and assigns it to one of the clusters based on the minimum distance. The cluster center is recalculated every time, object is added to the cluster and this continues until all objects are grouped into number of clusters [15]. The algorithm consists of three main steps: a) initialization by setting initial centroids with a given k, b) dividing all data points into k clusters c) updating k centroids based on newly formed clusters. This method is simple and easy to implement but need to specify k ahead of time.
Pseudo code
1. Select K proteins as the initial centroids
   Repeat
2. Form K clusters by assigning all proteins to the closest centroid
3. Update the centroid of each cluster
   Until the centroids don’t change

b. Hierarchical Clustering
This method works by grouping the proteins one by one based on the nearest distance measure of all the pairwise distance between the proteins [15]. Construct a distance matrix, where the number in the $i^{th}$ row $j^{th}$ column is the distance between the $i^{th}$ and $j^{th}$ proteins. Then, as clustering progresses, rows and columns are merged as the clusters and the distances updated. This is a common way to implement this type of clustering. Usually the distance between two clusters is the maximum distance between elements of each cluster (also called complete-linkage clustering), or the minimum distance between elements of each cluster (also called single-linkage clustering) or the mean distance between elements of each cluster (also called average linkage clustering). This type of hierarchical clustering is called as agglomerative clustering.

Pseudo code
Let $X = \{x_1, x_2, x_3, ..., x_n\}$ be the set of proteins
1. Begin with the disjoint set of proteins
2. Calculate distance between each pair of proteins and construct distance matrix $D$
3. Find the least distance pair of proteins and merge them together
4. Update the distance matrix, $D$, by deleting the rows and columns corresponding to old clusters and adding a row and column corresponding to the newly formed cluster
5. Repeat steps 3 and 4 until all proteins are in one cluster

III. PERFORMANCE EVALUATION

A. Protein sequence datasets
The experiment was conducted on four different protein data sets: Dengue virus proteins, Human Leukocyte Antigen (HLA) proteins, Globins proteins and Saccharomyces cerevisiae (Yeast) proteins. Dengue virus protein sequences are extracted from Protein Data Bank [16] and named as DS1. Sequences of Globins protein family and Human Leukocyte Antigen (HLA) proteins were collected from European Bioinformatics Institute (EMBL-EBI) database [17] and named as DS2, DS3 respectively. Yeast proteins are collected from Saccharomyces Genome database [18] and named as DS4.

B. Validity indices
To assess the performance of clustering algorithms, we used two validity indices silhouette index and partition index.

a. Silhouette index
The silhouette index [19] is a cluster validity index used to assess the quality of any clustering. The silhouette index of a protein defines its closeness to its own cluster relative to its closeness to other clusters. The silhouette width $S(x)$ of the protein $x$ is defined as

$$S(x) = \frac{b(x) - a(x)}{\max \{ b(x), a(x) \}}$$

where $a(x)$ is the average distance between protein $x$ and all other proteins in its cluster and $b(x)$ is the minimum of the average distances between protein $x$ and the proteins in the other clusters. The silhouette index $S(c)$ of cluster $c$ is defined as the average silhouette width of its all proteins. Finally, silhouette index of the whole clustering is the average silhouette width of all clusters. It reflects the compactness and separation of clusters. The value of the silhouette index varies from -1 to 1 and higher values indicate a better clustering result.
b. **Partition index**

The partition index $p(c)$ [20] is defined as the ratio between the overall within-cluster variability and the overall between-cluster distance. Based on this validation index, a good data clustering results in low intra cluster variation and high inter cluster variation. To find the overall within-cluster variation, the variation within each cluster is calculated as the average distance between each pair of proteins in the cluster and then averaged for all clusters. The between-cluster variation is obtained by averaging the distance between each pair of clusters. Each single between-cluster distance is calculated by averaging the distance between each pair of protein from the two clusters. The lower partition index value indicates the better clustering result.

c. **Results and discussions**

The experiments were conducted on Intel pentium-4 processor with 2GB RAM. Alignment scoring matrix for dataset given in section 3.1 was obtained by Smith-Waterman algorithm [13]. Then, the normalized similarity scores are calculated by Eq. (2). Distance matrix of protein sequences are calculated using similarity scores. After completing these processes, clustering algorithms are initialized, and run with the datasets and above predicted distance matrix. The silhouette indexes generated by the two algorithms are given in Table 1 and the partition indexes generated by the two algorithms are given in Table 2.

**TABLE I.** SILHOUETTE INDEX OF ALGORITHMS ON FOUR DATASETS

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>DS1</th>
<th>DS2</th>
<th>DS3</th>
<th>DS4</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>0.4542</td>
<td>0.4264</td>
<td>0.4286</td>
<td>0.3873</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.4828</td>
<td>0.4579</td>
<td>0.4397</td>
<td>0.4224</td>
</tr>
</tbody>
</table>

![Figure 2. Clustering validation and comparison by silhouette index](image)

We calculate validity indices given in Section 3.2 for clustering algorithms on four datasets. Figure 2 shows silhouette index on four datasets. Figure 3 shows partition index on four datasets. According to both of the validity index analysis, hierarchical clustering is the best algorithm on four datasets.

**TABLE II.** PARTITION INDEX OF ALGORITHMS ON FOUR DATASETS

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>DS1</th>
<th>DS2</th>
<th>DS3</th>
<th>DS4</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>0.3515</td>
<td>0.3463</td>
<td>0.3702</td>
<td>0.3476</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>0.3091</td>
<td>0.3011</td>
<td>0.3524</td>
<td>0.3281</td>
</tr>
</tbody>
</table>
TABLE III. EXECUTION TIME OF ALGORITHMS ON FOUR DATASETS

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DS1 (Sec.)</td>
</tr>
<tr>
<td>K-Means</td>
<td>76.7746</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>73.1924</td>
</tr>
</tbody>
</table>

Figure 3. Clustering validation and comparison by silhouette index

Table 3 gives the execution time of K-Means and hierarchical clustering algorithms on four datasets. Fig. 4 shows the execution time of clustering methods on four datasets. Execution time of hierarchical clustering is lower than K-Means clustering. From the results, it is inferred that hierarchical clustering performs better in terms of validity indices and execution time as well.

IV. CONCLUSION

Clustering is important data mining technique that is used in bioinformatics for solving most of the problems. Clustering plays a vital role in bioinformatics due to the rapid development of biological sequences. Clustering is used to identify the relationship between proteins. In this paper, we compare and evaluate the performance of two clustering algorithms K-Means and hierarchical. The experimental result shows that hierarchical clustering performs better than K-Means clustering in terms of validity indices and execution time.
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