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Abstract- This paper proposes a new technique to build a fully automatic tracking system which handles 

occlusion problem in a complex environment. In multiple human tracking, handling of occlusion is the 

challenging issue. When occlusion occurs, kernel based tracking was proven to be the promising 

approach. Hence, to overcome the occlusion problem the human body was considered to have multiple 

kernels. In this paper, SIR-Particle filter tracking was embedded with multiple kernels that build a fully 

automatic tracking system. The accuracy of the tracking system was evaluated by using Multiple Object 

Tracking Accuracy (MOTA) metric. Our tracking system was experimented using PETS benchmark 

dataset and found that the accuracy was computed as 97%.  
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I. INTRODUCTION  

Multi human tracking in complex environments has become more and more important in video surveillance. 
In modern society, the automatic surveillance system becomes more popular in a large variety of applications. 
For example, CCTV surveillance is used to record and counteract criminal acts in town centre’s, public 
buildings and transport termini, for road planning, and to observe shopping patterns in a supermarket.  

The process of locating the moving object in sequence of frames is known as tracking. This tracking can be 
performed by using the feature extraction of objects and detecting the objects in sequence of frames. Several 
approaches have been proposed to deal with the tracking problems. The three major category of tracking 
systems are as follows [1].   

a) Point tracking: The target in the frame is expressed as a point, and the previous target state is utilized to 

make the association between targets and points. Particle filter and kalman filter are widely used in this 

category. 

b) Kernel tracking: Targets are tracked by computing the motion of the kernels which represent the 

appearance of the targets. Mean shift tracker is a kind of kernel tracking. 

c) Silhouette tracking: If the contour or the shape of the target is required, then this method will be 

adopted. Given the target model, the target is tracked by matching the contour region in each frame.   

Among the above tracking methods, kernel based tracking was known to be the popular method for better and 
more robust tracking. The basic idea of the kernel-based tracking is to minimize the difference between the target 
and the candidate appearance models, which are constructed by spatially masking the object with a kernel [2]. 
When occlusion occurs the tracker couldn’t locate target in consecutive frames and loses the target. This paper 
focuses on dealing with the occlusion problem, which is the major challenging issue in video tracking. Single 
kernel does not locate target in each frame, since the visual information is not sufficient for kernel usage. So 
multiple kernels are used which locates target’s position in each frame even after occlusion. Thus, in order to 
track multiple humans simultaneously and automatically, this paper proposes a new technique in which SIR-
Particle filter tracking system was embedded with multiple kernels. The obtained tracking system was fully 
automatic without any manual intervention.  

II. REVIEW OF THE LITERATURE  

In video object tracking, there are many techniques existed for handling occlusion. Here we are going to see 
the review on kernel based tracking system. Mean shift method is one of the kernel based tracking; it finds the 
most similar location around the local neighbourhood area [2], [3]. In [4], difference of Gaussian is used which 
tracks the object in scale space. In [5], sample based similarity measure is combined with fast Gaussian 
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transform to fulfil the mean shift tracking. All the above work uses single kernel which doesn’t locate the targets 
position in each consecutive frames. This was not suitable when occlusion occurs. 

They all lose its target during occlusion. So in order to provide better tracking system, multiple kernels are 
used. In [6], different similarity measures are used for multiple kernel tracking. A two-step approach was used 
to determine the multiple kernels in [7]. With the help of multiple kernels, the performance was enhanced during 
fast motion [8]. Fragments-based multiple kernel tracking, considers the target as several fragments and was 
tracked by a kernel [9]. In [10], it uses feature representation which considers the multiple kernel tracking.  

In general, there are two necessary activities, detection and tracking. For this, determining the state vectors is 
essential. There are several techniques which could be suitable for real time implementation for automatic 
tracking of multiple humans. State estimators can be classified into three categories; maximum likelihood (ML), 
maximum a posterior (MAP), Bayesian estimation. The ML method estimates the state from the current 
observations without prior knowledge e.g., [11]. The state vector is estimated by finding the optimal state which 
maximises a likelihood function which includes the appearance descriptor. The MaP method, e.g., [12], [13], is 
similar to ML but the estimated state is computed by optimization, and prior knowledge of the state is used to 
calculate the posterior state variables. Bayesian estimation preserves both the prior and posterior probability 
distributions, and is better able to predict future probability distributions and sampling strategies. This has been 
used extensively in visual tracking, e.g., [14-16], notably through particle filtering.  

For multiple subject tracking, detection in space and time can be linked to previously known subjects using 
trajectories by the shortest path, e.g., [17], or by appearance, e.g., [18], [19]. There are many forms of 
appearance descriptor, based for example on silhouettes, edges, and boundaries, e.g., [20], [21] pattern 
descriptors, e.g., [22], [23] or color features and histograms, e.g., [11]. 3-D descriptors allow the system to better 
combine likelihoods from multiple cameras, e.g., [24]. 

Based on the review, the multiple kernel tracking was considered to be the better approach for multi-human 
tracking under occlusion and the bayesian approach, SIR-Particle Filter was used to obtain the fully automatic 
tracking system. Then a new form of appearance model is used, based on a colored, textured 3-D ellipsoid that 
is progressively learned as the subject moves. 

III. OUR PROPOSED SYSTEM 

The tracking system in our approach was to track humans continuously even after occlusion. This was 
achieved by using multiple kernel adaptive filter. This would locate the target’s position in each consecutive 
frame after occlusion. Then the SIR-Particle filter tracking was embedded with this to obtain the fully automatic 
tracking system. The figure.1 shows the entire tracking system of our approach. Each block in the system was 
explained in each section. 

In our approach the humans were projected using ellipsoidal model. Since ellipses can provide more precise 
shape information than bounding boxes, simple 3D parametric ellipse was used in order to decrease 
computational costs, and at the same time, it is sufficient to represent the tracking results.     

There are several benchmark datasets available in video surveillance. For our experiment, the benchmark 
dataset PETS was used. To track humans from video, first the video has to be converted to frames. The pre-
processing on those frames should be done to filter the noise, here Gaussian filter was used. Then the frames can 
be used for further processing which tracks human accurately. 

 

Figure 1.  Our Proposed system 
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A. Background Subtraction 

At each frame background subtraction using mixture of Gaussian (MoG) model [25] extracts active pixels 
that differ from the background. Thus, the foreground pixels obtained are used for detection. The Gaussian 
distribution is given by, 
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where σ – standard deviation, x- variable.         

To detect the human correctly from the foreground image, the morphological operations open and close has 
been done. So that the blob can be identified correctly from the foreground and can track the humans correctly. 

 

 

   (a) 

 

(b) 

Figure 2.  Input frame and Background subtracted frame 

The Fig.2 shows the input frame and the foreground frame in which morphological operation has been done. 

B. Detection of a subject 

It is necessary to detect a new presence, caused for example by entry into the field of view or re-emergence 
from occlusion or blind areas. Detection must search the entire observable space, and can have considerable 
complexity. It is the initiation of a subject track performed independently in each frame. The first four blocks in 
the figure.1 represents the detection process. In each frame the position of the human might change. So it is 
necessary to detect the presence of human in each consecutive frame to track them continuously.  

The detected object was projected by using ellipse. 

C. Multiple Kernel Tracking System 

a) Single Kernel Tracking 

In conventional kernel based tracking [2], a model is represented as the probability density function in the 
feature space, i.e., the histogram. During the histogram extraction, the amount of the contribution of a pixel is 
controlled by the value of a kernel function, and the value is determined based on the distance between the pixel 
and the kernel centre. In [2], the tracking procedure for maximizing the similarity is formulated as finding x that 
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Where x is the center of the kernel, which is normally the centroid of the object; iz is the pixel location to be 

considered and hN  is the number of pixels; iw  is the weight for each pixel;  k  is the kernel function.  

If we use a single kernel to track the object, the mean-shift tracking can be adopted. However, when the 
target is occluded, the error may occur. This can be avoided by applying multiple kernels as shown in figure.3, 
where a kernel is expressed as an ellipse. If occlusion happens, the tracking performance can be severely 
affected since the kernel 1 incorporates a large portion of irrelevant information (obstacle) to the target in 
figure.1 (a). However, once an additional kernel is added in figure.1 (b), although kernel 2 is nearly non-
observable, the well-observable kernel 1 can still be used to compensate the adverse effect resulted from the 
occlusion after some constraints which link the two kernels are introduced. 

 

Figure 3.  Red ellipses represent kernels. (a) Single kernel with occlusion.     (b) Two kernels with occlusion.  

 

b) Multiple Kernel Tracking 

In multiple-kernel tracking module, each object is represented by multiple inter-related kernels, and the 

overall state vector x is composed of the centroids of all the kernels
T

NN yxyx ]....[ 11
, where N is the number 

of kernels, and ),( 11 yx is the centroid of the thi  kernel. Theoretically, more kernels will give better results 

since it can handle occlusion from various directions, especially in a crowded scene environment. However, due 
to the different sizes of the targets, the number of kernels should be limited. For example, if the size of the 
object is small, each kernel may cover small portion of the body. The extracted histograms may not be 
informative enough due to insufficient pixels. In this paper, based on the symmetry and characteristics of human 
body, we use two kernels or four kernels to represent an object, and the layouts are shown in figure.4. These 
kernels are generated systematically and automatically once the multiple-kernel tracking is activated. The layout 
and constraints can be designed to reflect the target’s physical characteristics. For instance, in the two kernels 
setting, no matter the viewing angle is from front or side, the system automatically generates the first kernel to 
represent the upper 55% while the other one covers the lower 55% of the object, so there is some overlapping 
between them. Since the upper and lower body parts of human normally have rigid geometrical relationship, it is 
reasonable to formulate the constraints as, 
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where 
ijxL ,

 and 
ijyL ,

 are the distances which remain constant after the initialization, unless the object size 

changes. At the first frame, each kernel initializes its own target model based on its covering area, and the 
ijxL ,

and
ijyL ,

 values are automatically determined by setting (3) and (4) to zero; that is, the constraint functions are 

satisfied in the beginning:  0),(1 initial

j
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i xxc
 
and 0),(2 initial

j

initial

i yyc . The 
ijxL ,  

and 
ijyL ,

 values are 

adjusted in proportional to the scale change only when the size of the object changes. As shown in figure.4, the 

extremes of the kernels ,,,, maxminmaxmin yyxx form the bounding box. 
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The centroid of the tracking result is obtained based on (5), 
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The target’s model will only be updated if the average of all kernels similarity values is above 3.0. We use 
K-L distance [26] for all the similarity-related computations through the implementation. To construct the 
histogram of the object, the HSV color space and roof kernel are employed. 

 

Figure 4.  Layout for the multiple kernels (a) 2 kernels. (b) 4 kernels. Kernels are represented as red ellipses.  

c) SIR- Particle Filter tracking 

Sequential Importance Resampling (SIR) particle filter is in a family of Monte Carlo estimation. An 
objective is to approximate a posterior density function when a prior and a likelihood function are available. To 
achieve an effective sampling method, the particle exploits prediction or a prior density. The prior density is 
expressed by a set of points in state space; a point is called a particle. Then a weight of each particular particle is 
computed from the likelihood function (or similarity between observation and a synthetic image generated from 
the particle). The resulting weight and the particle distribution represent a mass distribution of the particle cloud 
and the mass distribution represents posterior density. 

A particle in a high density region of the posterior represents high confidence in the state. Once the posterior 
is computed, the system can determine the output state from the expectation value or the maximum posterior 
method. In order to prepare the prediction for the next generation, the set of particles representing the posterior 
density is re-sampled and then transformed by a transition function. 

An objective of re-sampling is to generate samples proportional to the density because a particle in the dense 
area will contribute more accuracy. The transition function can be modeled by the physical and statistical 
dynamics of the subject. Finally, all weights of particles are equalized so the particle cloud represents a prior 
density of next generation and the process repeats again.  

Likelihood Function: The similarity value between the synthesis image Is and the observation image Io and save 
the similarity to wn. A prior density function P(St) and the observation image It are fed to the likelihood function 
to posterior density P(St/It ).  

 Resampling Function: The posterior density is resampled by inversion sampling. 

     
)(ncswu   , 

)(1,

ii ucswn                                                                         (6) 

Where, csw - cumulative sum of weights, u - dummy variables. 

Transition Function: Transformation is done by the transition function to generate the prior density of the next 
generation.  

Apply deterministic transformation,
,

;tnn ASS            

Add noise to state vector, wSS nn   

where, nS - Set of particles, σ - standard deviation. 
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When we execute the algorithm, once the human is detected, the particles are generated based on the motion 
of the person. Then with the help of particles, the human was tracked continuously. 

IV. EXPERIMENTAL RESULTS 

The experiment was analyzed using PETS dataset. In the dataset, a small clip is taken for experiment which 
is occluded. For tracking the human continuously, first the human was detected in the observable space then the 
human was tracked. If the human was occluded or if disappears for short time, the human has to be detected first 
then only it can be tracked continuously. So detection module is essential for tracking multiple humans. 

The Fig.5 shows the detection of multiple humans who are occluded in the video sequence. The ellipse 
projected on the human shows the presence of the subject on that frame. The Fig.6 shows the generation of 
particles based on the motion of humans. To track multiple humans continuously, the motion of the human is 
important. 

.  

Figure 5.  Detection of multiple humans 

 

Figure 6.  Generation of particles  

 

Figure 7.  Tracking of multiple humans 

Thus multiple humans are tracked continuously who are occluded in the video. The projected ellipse shows 
the continuous tracking of humans. 
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A. Evaluation of the System 

The precision and computation time of the system was evaluated to find the accuracy of the technique used. 
The detection and tracking frameworks which are described can be implemented as sequential or parallel 
versions. A correct implementation must have identical results in both versions. The Multiple Object Tracking 
Accuracy (MOTA) was applied for evaluating our technique [27]. 
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TABLE I.  MOTA EVALUATED 

DATASET MOTA (%) 

PETS 97.25 

EPFL 97.15 

PASCAL 97.09 

SVS 96.90 

APIDIS 97.05 

AVERAGE 97.08 

 
The MOTA is computed from the summation for all frames t of ft false alarm, mt miss detection, st switch 

events and divided by gt total number of subjects in the reference view. When a tracker is away from its subject 
by more than 1m the miss detection and false alarm are counted. The table 1 shows the accuracy evaluated when 
tested with different benchmark datasets and found that the accuracy was improved up to 97%. 

V. CONCLUSION 

Thus, the proposed automated tracking system which handles the occlusion problem was obtained from the 
use of adaptive multiple kernels with SIR-Particle filter approach. From the experimental results, it was clearly 
found that our tracking system performs better for occluded environment. The accuracy of the tracking system 
was evaluated by MOTA and found that it was increased up to 97%. 

In future, the algorithm can be modified to handle long time occlusion in crowded environment.  
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