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Abstract- One of the fundamental requirements of grid computig is efficient and effective resourc
discovery mechanism. Resource discovery involvessdbvery of appropriate resources required by use
applications. In this regard various resource disceery mechanisms have been proposed during tt
recent years. Simple matchmaking rules are used to identify eachiesource as a part of a certair
technical category and the distance travelled in has is calcilated for a certain request This paper deals
with the reduction in the time taken for matching te resources based on the user’s requirements.
this paper Matchmaking algorithm, Flooding algorithm, Swamping algorithm, Random pointer jump
algorithm were applied for hops calculation and for efficient memaoy utilization of the routers. From
the simulation results it is found that swamping ajorithm gives better result when compared tc
Flooding, Random pointer jump and matchmaking algoithms. To lessen the brden on the routers,
partial information of virtual organization is stor ed in the routers. This results in efficient memory
utilization on the routers. Comparative graphs are also given to show the effent utilization of memory
space and hops calculatio of the resource of the router:

Keywords: Resource Discovery, Virtual Organizati®wliability, Flooding algorithm, Swamping algorith
Random pointer jump algorithm.

[. INTRODUCTION

Grid computing provides an effective infrastructdioe massive compation among flesble and dynamic
collection of divided systa for resource discovery. Grid system is a largdesof distributed environme

which provides a high number of powerful resourtteits users. It provides many types of resourceh |<

compuing resources (CPU cycles, storage, network badittvénd memory etc) and services (acces

specific data, shared software €tt). Resource Discovery issystematic process of determining which ¢

resource is the best candidatecomplete a job with tra-offs like i) shortest amount ofme ii) most efficient
use of resources iiininimum cos. Resource discovery in a grid system can be defawdearching ar

locating resource candidates which are suitableefcuting jobsin a reasonable time in spite of t

dynamicity and large scale of the environme2]. Success of grid system mainly relon efficient usage of
the right resources. Resource discovery is an itapbrstep in finding these resourc A number of
derivatves of grid computing exist such as data grid, aaeagrid and science grid etc | In recent years
there has been a large increase in grid techn@ogisearch, which has produced some referenceidc

implementations. A vast number of researcherse been putting in a lot of effort to facilitate lling and

efficient utilization of grids [4].

Fig 1 shows the components and methods of griduresodiscovery which includes resource selec
scheduling, grid market directory, data, data nagal, grid info, NI grid, globus, Alchemi etiResource
Discovery schema maintains and queries a rce database known as “status” database. This da&tak
maintained network widéo fulfill the client request information servicBiscovery is initiated by a netwo
application to find suitable resources within thedGFor this it has to interact w the resources individuall
through agents or it maintains the information altbe resources in databa.
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Figure 1:Grid Resource Discovef$]

The grid resource discovery problem [6] can berdefias the problem of matching a query for res@yrce
described in terms of required characteristice &®t of resources that meet the expressed reaqitenThe
problem is complicated by the fact that some resmunformation (e.g., CPU load or available stojage
changes dynamically. Resource discovery technigquastain the resource attribute and status infaonah

a distributed database and differ in the way thegate, organize, or maintain the distributed dagabdhe
challenge is to devise highly distributed discovégghniques that are fault tolerant and highly aolal
Matching the needs of an application with availatdsources is one of the basic and key aspectsGrfdca
system [7].

I. RELATED WORK
In this section, research work concerning the gedource discovery problem in general, as well as
implementation of trust mechanisms is presentecdbugh significant work has been done towards the
direction of trusted grid computing [7] focusingttee security implications that could arise in sggktems,
resource discovery in grid system is limited. Instisection related work regarding resource discover
implementations are presented.

The amount of communication required by the albaomitis measured by: (a) thminter communication
complexity defined as the number of pointers exchanged dutiegcourse of the algorithm, and (b) the
connection communication complexity defined by the total number of connections betwgsirs of entities.

The flooding algorithm assumes that each nadenly communicates over edges connecting it witletao$
initial neighbors. In every round nogeontacts all its initial neighbors and transmitshtem updates [8]. And
then updates its own set of neighbors by mergirth thie setThe number of rounds required by the flooding
algorithm is equal with the diameter of the graphe main advantage of flooding is the increaseidbiity
provided by this routing method. Since the messaijebe sent at least once to every host it is atno
guaranteed to reach its destination. In additiba, hessage will reach the host through the shqotestible
path. Disadvantage of this algorithm is it can leeyvslow if not started with a graph, which has kma
diameter.

The Svamping algorithm allows a machine to open connections waithheir current neighbors and not only
with the set of initial neighbors. The graph of thetwork known to one machine converges to a cample
graph on steps but the communication complexityeiases. Hera is the number of nodes in the network [8].
The main advantage of this algorithm is this aldponi needs O (log n) rounds to converge to a comgeph
and which is irrespective to the initial configuoat The disadvantage is communication complexityhis
algorithm grows very quickly.
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In the random pointer jump algorithm each nodeonnects a random neighbor; neighbor’'s nodes will in turn
merge [8]. A version of the algorithm callétte random pointer jump with back edge requires nodes to send
back to a pointer to all its neighbors. There avenestrongly connected graphs that require withh hig
probability time to converge to a complete grapthimrandom pointer jump algorithm.

Matchmaking (also called Matchmaker) [9] is a dstted resource management mechanism developed as
part of Condor [10] project for Grid systems. Isimple view, the matchmaking acts as”yellow pageVige

to enable tasks to find resources for executior Miatchmaking can support dynamic clusters, isouees

can enter and join their local clusters at will.eTitmatchmaking is based on the idea that resourcesdmg
services and clients requesting service advertiggr tcharacteristics and requirements using claskif
advertisementsclassads). The classad specification defines the syntax serdantic rules for specifying the
attributes associated with the characteristicsrangdirements. It may be possible to use the clalssagliage

as the specification language as the part of resadiscovery mechanism in Grid systems. In [12]FCRana,
et.al., proposed a system that used the matchmaki@gmputational Grid.

A noteworthy approach to the resource discoveryblera is the matchmaking framework [12]. The
matchmaking framework was designed to solve reahlpms encountered in the deployment of condoigta h
throughput computing system. Several other resgaaplers make use of the matchmaking frameworkgryin
to add new aspects in the existing mechanisms. rloap to this framework, requestors and providers
(resource) in a grid system advertise their charistics. A matchmaking service is responsiblefileding a
match between the advertisements and informingetlesant entities of the match.

Another notable approach to the resource discomefylem is the semantic community’s one [13]. Mation
behind the semantic communities approach is thdtammunities and human consists of members tigat a
engaged in sharing and communication. Main tangehis approach is to create grid communities based
similar- interest’s policies allowing community rexito learn of each other without relying on a @&@nt
meeting point.

In the eight trusts model [14] the global reputatid each peer is given by the local reputatiomeslassigned
to this peers by other peers, weighted by the dlokputations of the assigning peers. Normaliziagal
reputation values in a sensible manner so thatcioal peers cannot easily subvert the system aind as
efficient algorithm to aggregate the local repatatvalues, the model concludes to the global re¢jountaalue
of the peer.

In [15], an ontology based Matchmaker Service isppsed that supports dynamic resource discovery and
resource descriptions. However, the request isessed using request ontology and hence there éed to
compile the user request as ontology description§l6] both resources and the content stored atspare
described by means of RDF metadata. Routing indiszged at super-peers use such metadata to pettier
routing of queries expressed through the RDF-QEErguanguage. Puppin et al. [17] proposed a Grid
Information Service based on the super-peer moddl it integration within OGSA. The Hop Counting
Routing Index algorithm is used to exchange quesi®ng the super-peers and in particular to sefect
neighbor super-peers that offer the highest pradibabf success.

The Matchmaking framework [18] was designed to ealeal problems encountered in the deployment of
Condor, a high throughput computing system. Sewettaér research papers make use of the Matchmaking
framework trying to add new aspects in the existimgchanism [19]. According to this framework, restoes
and providers (resources) in a Grid system adeerti®ir characteristics. A matchmaking service is
responsible of finding a match between the adwartents and informing the relevant entities of tragam.
The P2P Grid is emerging as a promising platformefaecuting large-scale, resource intensive apics.
lamnitchi et al. proposed resource discovery apgrda [20] based on an unstructured network sintitar
Gnutella combined with more sophisticated querywéoding strategies taken from the Freenet overlay
network. Several systems exploiting DHT-based R&R®aaches for resource discovery in Grids haventice
been proposed [21].

[I. PROPOSED WORK

In this paper resource discovery algorithms arel dsee hops calculation. In existing system matchihg
request with the neighbor routers are a little bead. The Matchmaking, Flooding, Swamping and Rando
Pointer Jump algorithms are used for matching #sources with the user’s request. An attempt has be
made to reduce the time taken for matching theuregs and also for efficient utilization of memany the
routers.
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Creation of Virtual Organization

Virtual organizations (VO) are created based dfedint categories that depend upon disk size, mgsiae
and processor speed. Table 1 shows the summasgegfaries used in the simulation.

TABLE 1. SUMMARY OF CATEGORIES

Categories Disk Size(MB)| Memory Size(MB) ProcesSpeed(GHz)

Very Limited function <50000 <128 <0.5

Limited function 50000 to 256 to 512 lto1.5
100000

Typical 100000 to 512 to 1024 15t02
150000

Competent 150000 to 1024 to 2048 2to25
200000

Very Competent >200000 >2048 >2.5

Grades are assigned based on the size of theisthamory and the speed of the processor. Thahtsihas
the smaller size is assigned as grade 1 and teahbdarger size is assigned as grade 5. Likefoismemory
with smaller size is assigned as grade 1 and gktasize is assigned as grade 5. The same procedlure
applicable for processor also. i.e., the processthr speed in low assigned as grade 1, and the $pgkd is
assigned as grade 5. The technical category eqis (Hlculated using disk grade and memory graué¢hée
proposed work, as processor also plays an impaméanin the computation, processor grade is alkert into
account for the calculation of technical categargl i is shown in the eqn(1).

Technical category= (round (disk grade + memorylgtgrocessor grade)/2) (1)

Reliability value is assigned to each system sdglgrdn the beginning, reliability value is assighas 0.1 for
all the system equally. In the later stages, thise might increases or decrease depending orxéwoeion of
user taskssuccessfully. Using this reliability, the virtuatganization can be either identified as complete
trustworthy or partial trustworthy. If reliabilitgf each system is greater than 0.75, then thentaugiy value

of that virtual organization is the average of thBability value of all the systems. Trustworthj a virtual
organization is assigned in the range 0 to 1. Basedhe user’s request, the algorithms explainethen
following sections match the resources with ther'sseequest based on the trustworthy of the virtual
organization and their technical category.

Matchmaking algorithm

Matchmaking algorithm is used in grid environmémtdiscover resources. Let us consider there are 6
virtual organization and all these virtual orgatimas are connected through routers. Each routielshbe
respective virtual organization information. Randpnglobal trust value is allocated to each virtual
organization. User sends the request to the vidrgdnization for resource allocation.

Algorithm for Matchmaking
Input: Virtual_id, Request type
Output: Updated value
1. Each virtual organization connected to the
router.
2. Generation of resource request by VO
3. Forward the request to corresponding V(
4. Updation of global trust values of VO o
satisfaction of the request
5. Display of hops value for the requ

- J
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Figure 3. Flow chart for Match making Algorithm

Matchmaking algorithm is used to satisfy the usgest. Using this algorithm VO check its own route
information such as resource type, if it matchenth will display the hops value and update thabgl
trust value. If not, it sends the acknowledgemerthe user as request failed. It checks the requdgt
with the connected router but not with the neightmrter. This leads to a disadvantage for matchngaki
algorithm.

Flooding Algorithm

This algorithm is widely used by internet routensl &very node acts as a transmitter and receivery @ode
tries to send every message to every node of ighbers except the source node. In the floodingritlym, a
node is initially configured to connect with a fikset of neighboring nodes. It can only communicitectly
to this set. We concern the nodes in the netwonkected in the form of graph structure.

A node only communicates over the edges that wetially in the graph (or initial neighboring nodesew
edges that are added to the graph are not usexri@munication. In the Flooding algorithm in eveound,
each node contacts all of its initial neighborsighkoring nodes) and transmits the updates to thém.
example of update information is new nodes thajaned before sending the updates.

The hops value is calculated for the user’s requsistg the global trust values. System architectorehe
above generalized algorithm of the flooding methar resource discovery is shown in fig 5.

FLOODING ALGORITHM FOR HOPS CALCULATION

INPUT: Virtual_id, No of Requests, request type
OUTPUT: Hops value
1. User’s request is given as inpuhrouter

2. Router compares the user’'s request its virtual
organization

3. If found, it displays its hops value

4. Otherwise Router checks the requétst neighbor’s
virtual organization and displays its hop’s value

5. Repeat the steps 1 to 4 until b# tequests arg
completed

Figure 4. Flooding algorithm for hops calculation
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Figure 5 Flow chart for Flooding algorithm

Swamping Algorithm

Swamping algorithm is similar to flooding algorithexcept, this algorithm allows a node to conneitth &l
of its current neighbors, not only with the setimfial neighbors. The speed of the swamping atbariis
better than the flooding algorithm when it deteresitheir ability of converging to a complete graph.

A machine sends requests to every machine whichisaneighbors currently and initially. Each of mchines
makes connections with each of its n neighborseldemmunication complexity grows quickly. In thisnk,
the request from virtual organization is comparethwall of its neighbors, if not found it is send the
neighbors of neighbors.

Using this swamping algorithm, the better hops edbr the request is calculated. System architedir the
above generalized algorithm of the swamping nefboresource discovery is shown in fig 7.

SWAMPING ALGORITHM FOR HOPS
CALCULATION

INPUT: Virtual_id, No of Requests, Request type
OUTPUT: Hops value
1. User’s request is given as inpuhtrouter

2. Router compares the user’s requéhtall of its
virtual organization

3. If found, it displays its hops value

4. Otherwise Router checks the requegh
neighbor’s of neighbors’ virtual organization andpdays
its hop’s value.

5. Repeat the steps 1 to 4 untilfal tequests arg
complete:

Figure 6. Swamping Algorithm for hops calculation

309



International Journal of Computational Intelligence and Informatics, Vol. 2: No. 4, January - March 2@3

Not available

User Request

Router info

Avwailable Not available

h 4

Display its hops

Check
Meighbor's
Meighbors
Ao

value

Available

Display its hops value

Figure 7. Flow chart for Swamping Algorithm
Random Pointer Jump Algorithm

In this algorithm in each round, each node contadtls a random neighbor, and then this random rmgh
sends all of its neighbors to the sender nddeally sender neighbor and random neighbor's hiigs get
merged. The random pointer jump algorithm can blg applied to strongly connected networks i.e. ¢her
must exist a path between every pair of machindgraise the graph will never converge to a coneplet
graph.

Using this random pointer jumping algorithm, thettée hops value for the request is calculated. e3gst
architecture for the above generalized algoritlintve random pointer jumping algorithm method fesaurce
discovery is shown in Fig 9.

RANDOM POINTER JUMP ALGORITHM FOR HOPS
CALCULATION

INPUT: Virtual_ id, No of Requests, Request type
OUTPUT: Hops value
1. User’s request is given as inpuhtorouter

2. Router compares the user’s requasiamly with one
of its neighbor’s virtual organization

3. If found, it displays its hops value

4. Otherwise Router checks the request neighbor’s of
neighbors’ virtual organization and so on

5. Repeat the steps 1 to 4 until Ak requests ar¢
completed

Figure 8. Random pointer jump Algorithm for haadculation
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Figure 9. Flow chart for Random pointer jumpingaaithm

V. SIMULATION RESULTS AND DISCUSSION

The simulation result shows that the proposed nietfianemory utilization is more efficient than the

existing method. Comparative graphs are also gteeshow the efficiency of the Memory utilizationdan
distance calculation of the request. The comparatimalysis based on memory capacity and distance
calculation is shown through the tables 2 anddgdré 10 and 11.

Performance comparison of matchmaking, flooding, swamping and random pointer algorithm for finding

hops

The algorithms such as Matchmaking, Floodinga®ping and Random pointer jump algorithm

performs the hops distance calculation for theuss® It is found that hops value for the swamgtgprithm
is less compared to all the algorithms.

From the simulation results it is found that,

The flooding Algorithm reduces the hops distan@anfré % to 25% compared to the matchmaking
one.

The Swamping Algorithm reduces the hops distdirmra 2 % to 50% compared to the matchmaking
one.

The Random pointer jump Algorithm reduces the hdissance from 7 % to 40% compared to the
matchmaking one.

It is found that the swamping algorithm performdtdre for most of the user's request. When
swamping algorithm is compared with matchmakingodtgm, there is a fluctuation in the
performance i.e. for 5 request, there is a 50%atioluin hops value for swamping algorithm, for 10
requests approximately 10% reduction, for 20 regu@9% reduction, for 30 requests 10%
reduction, for 40 requests 20% reduction, for S@quests 3% reduction. This fluctuation is
applicable for the comparative performance of tivaraping algorithm for the remaining algorithms

also.
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®,

< Even though there is a fluctuation in the perforogarit is found that Swamping algorithm performs
better compared to all the other proposed algorithm

TABLE 2: PERFORMANCE COMPARISON OF MATCHMAKING ALGRITHM, FLOODING ALGORITHM, RANDOM
POINTER JUMP ALGORITHM AND SWAMPING ALGORITHM AND PR FINDING HOPS.

HOPS
ggMBER MATCHMAKING | FLOODING RANDOM SWAMPING
REOUESTS ALGORITHM ALGORITHM POINTER JUMP | ALGORITH
Q ALGORITHM M

5 20 15 12 10
10 30 25 24 26
20 50 43 39 40
30 85 80 82 78
40 105 90 90 85
50 102 100 95 99

120

100

B Matchmaking Algorithm
80

H E Flooding Algorithm

o60

p Swamping Algorithm

s40

B Random Pointer Jump
20 - Algorithm
O .
5 10 ?o 30 40 50
No. of Requests

Figure 10. Performance comparison of Matchmakiggrahm, flooding algorithm, swamping algoritrend random pointer jump
algorithm for finding hops

TABLE 3. PERFORMANCE COMPARISON OF MATCHMAKING ALGRITHM AND SWAMPING ALGORITHM FOR
MEMORY USAGE

DISK USAGE OF DISK CAPACITY (MB)

(S'\'AZB% MATCHMAKING ALGORITHM  SWAMPING ALGORITHM
50000 42000 39000
100000 78000 68000
150000 115000 100000
200000 150000 120000
250000 225000 199000
300000 290000 250000
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Figure 11. Performance comparison of matchmakiggrahm and swamping algorithm for usage of memory.

Performance Comparison of Original Memory size with Existing Memory size

In the proposed work there are six routers. Eacterais connected to its virtual organization. Rosit
have only partial information about the correspagdvirtual organization and not the whole. Here th
memory space for each router is calculated andttfeugalues range from 50000 to 300000 MB.

Thus for the disk size from 50000 to 300000 MBré¢his a decrease of 8% to 20% in the memory size of
the swamping algorithm compared to the Matchmalafgprithm. Swamping algorithm provides the
better results for memory utilization also. Thussitoncluded that Swamping algorithm performs well
terms of hops calculation as well as memory utilira

V. CONCLUSION

In this paper, we have used resource discoveryritigts for the calculation of hops for the resouase
well as for efficient memory utilization. From tlsénulation results, it is found that swamping aitjon
performs better compared to the remaining algosthrilso, the proposed method stores only partial
information of virtual organization and hence meyngpace is reduced.
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