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Abstract- Grid computing is the next generationdistributed system. Grid is an environment that albws
sharing of resources that are managed by diversendependent administrative organizations that are
geographically distributed. An efficient resource dcovery mechanism is one of the fundament
requirements for grid computing systems, as it aids in asource management and scheduling
applications. Among various discovery mechanisr, Peer-toPeer (P2P) technology withessed rapi
development and the key component for this success efficient lookup éepplications of P2P. Chord is &
P2P structural model widely used as a routing protcol to find resources in grid environment. Sinct
improvement on Finger table play: a vital role in efficient Grid Resource Dscovery, our work contributes
to reconstruction of finger table with new updates. In this pape, we proposedRVN-Chord (Recently
Visited Node)which modifies the original Chord’s finger table by adding a new column which stors the
ID of Recently visited node Every new lookup usss that ID to find the successor ofhe key and the searct
is minimal if the key matcheswith RVN.ID. We use NSC_SE simulator and Wirdsark packet analyzerin
our simulation. Theoretical and experimentalanalysis shows that RVN-Chordcan reduce the number o
hops per peermessage per peer,verage communication time and memory consume
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[.  INTRODUCTION

As grid techniquds growing rapidly in recent years, la-scale grid systems appear to provide
capabilty of flexible, secure, coordinated resource slmgriand problem solving among dynamic virt
organizations. These systems consequently areregljth managea large amount of related resources.
particular, the shared grid resources can vary fotain desktop systems to clusters and from storageegvo
large datasets, even grid service could be seemnasxtension of grid resource. Therefore, Grid Res
Discovery (GRD) plays a crucial role in the wholestem [1], and its discovery Models ¢ strategies have a
vital influence on the grid system performai

GRD can be classifiedtim attribution matchin@nd semantic matching pattern. In attribution matg
pattern, GRD can also be classified into Centrdlizdierarchical, Pe-to-Peerbased, and gro-clustering
models from the system architecture aspect. Amdmgrhodel given above, centralized and hierarchi
models are easier to design and manage, whereaprite to be inefficient as the scale of grid egstrapidly
increase dud¢o the bottleneck of servers and single point dfufa. Therefore, the Pi-based model which
combines the P2P technology into grid is appliedielyi to overcome those problel

Grid and P2P [7] are the two most common typeseeburce sharing systercurrently in wide use.
These two systems ae®olved from different communities and serve défgrneeds. Grid systems interconr
computer clusters, storage systems, instruments, imrgeneral available infrastructure of large stfee
computing cerdrs in order to make possible the sharing of exgstiesources, such as CPU time, stor
equipment, data and software applications. Mostd Gaystems are of moderagize are centrally or
hierarchically administered and there are stridggovernin the availability of the participating resources
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P2P system most resource
location queries are not attribute-

Finger table dependent as in Grids but they
No.- 1 |Nid either specify a file name, ie.,
e - 2 |N14 keyword searches or range
g queries.
NS N8 +16 | N32 P2P network is a kind of
- hE e distributed network, the

network's participants to share
their own part of the hardware
resources (processing power,
storage capacity, network
connectivity, printer, etc.), which
shares the resources required by
the network services and content,
can be directly accessed to by
Figure 1: Chord Ring with 64 node other peer nodes  without
intermediate entities. P2p
network can be divided into centralized P2P netwpunstructured P2P networks and structured P2korie.
The structured P2P networks based on a DHT, whashtte advantage of distributed and avoided theturek
of unstructured P2P system. It uses a structurath ladgorithm, stored keywords to different nodegha
network by certain rules, through the correspondmging algorithm to get the keyword. In a Distribd Hash
Table, the more well-known agreement is Chord, ipadtapestry, CAN and so on. Chord algorithm is
relatively simple and easy to achieve. Among stngxt P2P lookup protocols, Chord has been resehiantn
applied widely as a result of its simplicity, higfficiency and credibility.

N42®

This paper proposes an improved chord model wisidalled RVN-Chord. It is based on the addition
of recently visited node id in the finger table.eTéimulation results show that the routing efficieis highly
improved by reducing number of hops, messages amincinication time.

[I. RELATED WORK
A. Chord

Chord is proposed by lon Stoica of the UniversityCalifornia and Robert Morris of lab of MIT et ahs a
resource routing protocol based on DHT. The Chaadaggol [6] supports just one operation: given g,kié
maps the key onto a node. Depending on the apiplicasing Chord, that node might be responsiblesforing
a value associated with the key. Chord uses antapiaconsistent hashing to assign keys to Chordkesoln
Chord, each node needs “routing” information abanly a few other nodes. In the steady state, ilNarode
system, each node maintains information only ab@(lbg N) other nodes, and resolves all lookups via
O (logN) messages to other nodes. Chord maintains ittngpirfformation as nodes join and leave the system;
with high probability, each such event results im more than O(lcgN) messages. Three features that
distinguish Chord from many other peer-to-peer igokrotocols are its simplicity, provable corressieand
provable performance. A Chord node requires infaionaabout O(logN) other nodes for efficient routing, but
performance degrades gracefully when that informmais out of date. This is important while practgpi
because nodes will join and leave arbitrarily, andsistency of even O (Idg) state may be hard to maintain.
Only one piece of information per node need beemtrin order to guarantee correct routing of qerie

B. Consistent Hashing

The consistent hash function assigns each nodé&endn m bit identifier using a base hash function
such as SHA-1. A node’s identifier is chosen byhirag the node’s IP address, while a key identifeer
produced by hashing the key. The identifier lengtimust be large enough to make the probabilityvof nodes
or keys hashing to the same identifier negligillensistent hashing assigns keys to nodes as folldemstifiers
are ordered in an identifier circle modul. Xey k is assigned to the first node whose identifieedsial to or
follows in the identifier space. This node is cadllitne successor node of kkydenoted by successdq).(If
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identifiers are represented as a circle of numfrera 0 to 2" -1, then successdj(is the first node clockwise
from k. Figure 1 shows an identifier circle with=6 The circle has ten nodes: 1,8,14,21,32,38,42148nd 56.

The successor of identifier 1 is node 1, so keyolildrbe located at node 1. Similarly, key 5 woutdidicated at
node 8, and key 53 at node 56.Consistent hashidgsigned to let nodes enter and leave the netwilk

minimal disruption. To maintain the consistent iaghmapping when a node n joins the network, cerkalys

previously assigned to n’s successor now are assiggan. When node n leaves the network, all chssigned
keys are reassigned to n’s successor. In the exagipén above, if a node were to join with idestifb4, it

would capture the key with identifier 53 from thede with identifier 56.

The Finger Table of Chord ring can be defined asmay of logl) elements (wherdl is the total
number of nodes in the overlay). It contains thdrasses of some of the successors of the node wiitimghe
ring at distances that increase as a functionefnitlex in the table. Chord requires each nodeépla “finger
table” containing up to m entries. THeentry of noden will contain the address of successor-@™) mod 27).
With such a finger table, the number of nodes tinast be contacted to find a successor ilNarde network is
O (logN). The finger table is constructed as follows:

Table 1: Finger Table of Chord

Fingerk].start (n+31) mod 2"
Fingerk].interval [FingerK].start, Finger k+1].start)
Fingerk].node successor (Fing&}start)

C. Existing Variations of Chord

Till recently, researchers have proposed many dvgt schemes to enhance routing efficiency of Chord
Protocol. To deal with the routing delay and igmme of physical topology information in P2P, [8kpents a
topology-aware structured P2P system, named TB hahich applies a suit of mechanisms to extendr€ho
to optimize the utilization of physical network tdpgy and overlay network. The TB-Chord makes difec
use of network topology structure during networltiog. The result of experiments show that the THxd,
compared with traditional Chord, has obvious imgments in the routing delay and the hops of overlay
networks. At the same time, TB-Chord does not reegxér node or plus layer which will pay more maiatece
costs. Fan chao et al., [4] proposed BNN-Chordrélyo based on neighbors’ neighbor (NN) chord. Nho€z
algorithm extends finger table using neighbors’gheour link which is based as learn table. Thidetab
maintains information of the successor's succesemte, which can reasonably increase finger derdity
routing table to find the neighbor node, which isrenclose to the object. The BNN-Chord algorithifeetfvely
reduces the search path length and can improveytiem performance.

Chunling Cheng et al [2]proposed advanced chord routing algorithm basededmndant information
replaced objective resource table. The redunddatnvation in the finger table of Chord ring not pribkes
valuable space, but also increases search delaye Tha direct idea that using inspired informatio replace
the redundant information can be used, so that radk can use the space effectively and estalitikh With
much more nodes, and the idea can improve thelsparformance greatly. Towards an Efficient P2Resys
capable of processing multi-attribute Multi-keywdittzzy-matching queries with High recall ratio alwéd
balancing,ZHAO Xiu-Mei et al.[10] proposed a new resource indexing model whécaxipanded from Chord
and called MF-ChordYufeng Wang et al[9] analyzed the of Chord algorithm to reconstithet finger table in
Chord, in which counterclockwise finger table islad to achieve resource queries in both directiand,the
density of neighboring fingers is increased. Aduditlly, AB-Chord implements a new operation to remthe
redundant fingers introduced by adding fingers iB-@hord. In comparison with original Chord (and Bi-
Chord), new fingers are inserted into the middléwaf neighboring fingers in clockwise and countieckwise
direction.Huayun Yan et al][5] modified the finger table of original Chordachimodified all the places which
relate to the entry of the finger table, such a&srtbde join, routing procedure etc. Huayan Yarl.egat a very
perfect routing result through experiment and fothrat the routing hops is close to a constant nunitiee cost
is more updating when joining a node and deletimpde in the system, and nearly double the sizingér
table. This system will be more effective in a cangively steady condition.
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[1l. DESIGN OFRVN-CHORD

In this section, we proposed to use the modifiear@iprotocol by adding an additional entry into Bese
Chord finger table to store the location of RegeMisited Node (RVN). The next lookup will use this to
locate its key, if the match is found. The primargn of any protocol is the efficient and fast lopkof nodes
containing keys. Generally the performance of CHikel algorithm can be analyzed in terms of threstriuos:
the size of the finger table of every node, the benof hops a request needs to travel in the wase, and
average number of hops. In the original Chord, whede requests a key, it has to search its avgefitable
first and it may find the successor of the keyhatttable if the match is found. Otherwise, the enednds
messages to other nodes whose node id is lesothaqual to the searched key and it may need feug o
locate it. After locating the successor of the Kb, result is returned to the node who startedsélaech and the
lookup process is successfully done. Our protoandlifies the finger table of the original Chord tdaa new
entry in the finger table which stores the receutjted node’s id.

In RVN-Chord, we are using SHA1 hash function topnkey and node id as in the original Chord. Our
modified finger table stores the Recently Visiteodd id which reserved the key of the previous Ig@okithis id
will be stored in all the nodes of the Chord rifidnis is identified by the variablRVN.id which is the first
column entry of any finger table. THRVN.idis similar to the use of Recent Document listim computer file
system. By using the recent profile, the next deawidl be easy and we find the document’s locatijckly if
the search matches with the recent document. Slyitaour proposed model, for every new searchrtbde
starts lookup by checkinBVN.id of its finger table which was updated by the pwesilookup. If theRVN.id
matches the query, the process will succeed atahidirectly locate the destination. If it is nagetly matched
with the node, next it is checked if the key isagee than th&VN.id If it is true then the recent route id is in its
destination path. Then it can jump to that id aodtinue its search from that location. Otherwise, hormal
Chord algorithm is invoked to find the successokey. This type of lookup will reduce the numberhaips,
messages and communication time. Since Memory coadby the finger table to store tR&N.idis very less
in terms of bytes, it will not be a big issue.

A. RVN-Chord Algorithm
The following are the steps followed in our propbseethod.

1) Construction of finger table
a). Add a new entry as follows.

RVN.id= last visited node.id

b) Finger[k].start : (n+2Y mod 2'
Finger[K].interval : [Finger[K].start, Finger [k+1].start)
Finger[k].node : successor (Finger[Kk].start)

2) Lookup of key usindrecently_visited_node.id
a. Check ifkey = Recently visited_node.ithen
Successor (key) = Recently_visited_node.id
Else
Check ifkey > Recently visited_nodetisen
Jump toRecently_visited _node.tden continue the search.

3) If step 2 fails, use the normal search as in basedcmethod.
4) Call step 1(a) to update the finger table for exgrgcessful search.

5) When the \visited node leaves the ring or any failuroccurs, Set
Recently visited_node = successor(Recently_visitede)and update all finger tables.
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Next we present the Pseudo of RVN-Chord routingrélgm as follows:

/I Ask node n to find the successor of id //[Base Chord Process
n.RVN_find_successor(id) n.find_successor (id)
if (id(n,successor])
if (id == RVN.id) return successor;
returnRVN.id else
else if (id > RVN.id n’' = closest_preceding_node(id)
start_from_RVN_find_successor(id); n.closest_preceding_node(id)
else for i=m downto 1
n.find_successor(igd) // BaseChord Process if(fingeri] (n,id))
} return fingerfi];
start_from_RVN_find_successor(id) return n;
{
for(i=RVN.idi<=n.id-Li++)
if (finger[i] ==id)
successor(id)=fingerfi];
}

Figure 2: Pseudo Code of RVN-Chord Algorithm
B. Example Analysis

Look up Key 86

Look up Key 104

RVN | N&7
N19+1 | N21
N19+2 | N21
N19+4 | N23
N19+8 | N29
N19+16 | N39
N19+32 | N51
NI9+64 | N83
N71 N61
N67 N63 —— Base Chord 1% Search

................. Base Chord 2" Search

RVN-Chord

Figure 3: Chord Ring with 127 nodes

Figure 3 depicts a chord ring whose m is equal tm i5 the bit size of the keywords or identifiers).
The identifiers ranges from 0 to 127(P). Here, we are comparing RVN Chord with the b@kerd algorithm.

N1—» N67—» N83—» N87
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The number of hops and messages are compared bdbattemodels for searching a few keys. Considdeno
N1 searches key 86 in the Chord ring. In normalr@htie process of N1 is looking up key K86 is

It needs3 hops and 14 messadesfind the object node reserving the key N86. magt search can be
started by any node and let us consider the no@eshiitts the lookup of key 104. The process loies |

N19 — N83 — N102 —» N106

and it need8 hops and 13 messages

Now we apply RVN-Chord to find the successor ofkbg. Assume that the node N19 look for the key
104. When the process is started RVN-Chord verifieRecently Visited Node id for quick search, dese it
stored the last visited node in its finger tabfe'st column. As per our previous example, BRi¢N.idis 87 (as in
base chord). Node N19 first checks RVN.id for eijydif 104 = 87) and the match is not found. lethchecks
condition (N104 > N87) and it is true. So it juntpsN87. Next it searches the finger table of N8@ finds that
N104 is the B finger of N87 which reserves the key 106. The ignlooks like

N19 — N87 — N106
This process requires orilyhops and 6 messagislocate the key whereas base Chord locates the ke
in 3 hops and 13 messagdfie RVN-Chord algorithm performs well for the lagkof keys whose successor is

equal toRVN.idor greater thaRVN.id

V. SIMULATION ANALYSIS

We use the NSC_SE (Network Simulation Capture $p&aition) simulator to evaluate the performante o
the proposed RVN-Chord. Motes, Androids, T-Engingekia epocs, Hackman tool, UH_ABC (Universal
Hack for All Block Ciphers), Linphone, Netsnoop#&vjreshark and many more applications/libraries ban
connected with NSC_SE. NSC_SE provides all infoimmaincluding connection establishing time, jitté,
delay, Latency, Error rate, Pocket loss, Power Gomgion and so on. Along with the Simulator weoalsse
Wireshark, the free and open-source packet analfgrenetwork communication and to maintain all the
required basic information of Chord protocol.

Table 2: Average number of hops, messages and coicatian time in Chord, ML-Chord, RVN-Chord

Messages s

256 512 1024 2048 4096 8192 1638|4 32768
Chord 18.3 39 57.9 77.1 116.8 128.6 157.8 1907
ML Chord 145 31.7 32.6 38.7 41.2 49.1 79.5 85.§
RVN Chord 10.6 27.2 29.1 35.5 36.7 43.9 67.3 75.9
Hops:
Chord 4.4 6.3 6.8 6.3 7.8 8.2 9.1 8.9
ML Chord 4.3 5.5 6.7 6.2 7.3 7.2 7.3 7.5
RVN Chord 3.3 4.3 5.5 4.7 4.5 5.3 6.4 7.5
Communication Time:
Chord 939.6 1072.2 1167.5 1226.4 1365. 1473. 1942.2 9.24(
ML Chord 928.4 964.5 1230.2 1283.4 1309 1325 1836 2568.2
RVN Chord 960.3 1072.8 1140.1 1228.§ 1557. 2052. 767 6834.

We consider a chord network before and after impnoent with N=256, 512, 1024, 2048, 4096, 8192,
16834, 32768. The comparisons among base ChordCMird [3] and RVN-Chord are made in terms of
number of hops, number of messages per peer, &e@gmunication time and memory consumed (RAM
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Bytes). As shown in table 2, the average numbenedsages, hops and communication cost of RVN-cisord
better than ML-Chord and Chord.

V. PERFORMANCEEVALUATION

Figure 4, 5, 6 and 7 shows the average hops, avea@gmunication cost, average messages and memory
consumed for Chord, ML-Chord and RVN-Chord with mg@s of total number of nodes in P2P systems.
Obviously, the average number of hops, communicaiime and messages are reduced in RVN-Chord. The
memory consumed in terms of byte is the same asxisting Chord. The reason is that Recently-visitede
is used greatly for many lookups of the Chord toate resources. We are updating the finger tableery
successful search to maintain the Recently Viditede meaningful.

From the simulation result, we can conclude thaemvitompared to the Chord algorithm, RVN-Chord
performs well in the case of using the previous$jted node id or the same path.

Number cf Measages

Number of Nodes

Figure 4: Number of Messages per peer

o
&
x
)
o
]
é
&

Number of Nodes

Figure 6: Number of Hops per Peer Figure 7:rivey Consumed

VI. CONCLUSION AND FUTURE WORK

In recent years a lot of attention has been paithéoutilization of P2P technologies in Grid Reseur
Discovery. Since P2P approach will be suitable dgnamic distributed searching in a large-scale Grid
environment, our research focuses on structured gP@®@cols. In this paper we first studied Chorditing
algorithm and a few proposed improvement stratedhs present the RVN algorithm based on the Reeent
Route of the searched key. A new entry to repredentecent—route is added as the first columreffinger
table. This algorithm will work efficiently if theew search needs the recent route. Our simulagisutrshows
that the average number of hops is less than atigghord and ML chord. This algorithm performs wehen
the number of nodes is increased greatly. In otwréuresearch we have planned to incorporate Fudeg into
our RVN-Chord algorithm for efficient Grid Resourbéscovery. We hope that the search performancauof
modified RVN-Chord will be further improved.
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