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Abstract

Multiple task migration is a process in networkahips are able to transfer the data from one alustanother cluster, hile
transfer the data from one cluster another cluster message latenmigration latency Network latenc and power
consumption are problem encountered. New techn are introduced like hybrid scheme, virtymtint to point Connectior
(VIPs) has been introduced that dedicates low paawvelr low latency heavy communicatidow created by multiple tas
migration mechanism. The proposed system schem#cesdiotal message latency, total migration latematal network
latency, power saving is achieved compared to texigusly proposed task migration strategy for mesliticomputer.
Analyzing the results show that the proposed schesdaces message latency by 16% and migrationchaten 15%, while

13% power savings can be achieved.
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1. Introduction

In earlier days point to point links, star basegraach ant
shared buses which increases large number of % @or the
same chip makes the design of communication aathites
involves major problems in socs. In this earliepragch
increases vastrea and also poor scalability are the mi
drawbacks while connecting point to point commutiica
links in Socs, Applicability of shared buses andr dtaser
communication to future many core socs are alsoet
question due to unpredictability of latgnand enhanceme
of power. [3, 10].To reduce the area and increases
efficiency of packet switched network on chips preciously
performed and computes in present generations
multiprocessor systems on chips. Experimental tesaof
various on-ctp interconnection design shows in [10] wh
the authors compare various ohnip interconnections ar
NoC improves the scalability of SoCs, and the pc
efficiency of complex SoCs compared to other desighoC
applies networkingheory and methods to -chip
intercommunicatiomnd brings notable improvements o
conventional bus and crossbar interconnections.

Network on <chip is an emerging paradigm

communications with in large VLSI systems impleneghon
single silicon chip. In NOC systems, modules sudg
processor cores, memories and specialized IP beaksange
data using a network as a “public transpotation‘systems
for the information traffic. A NOC establishes framultiple
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point to point data links interconnected by switsh&uch tha
messages can releases from any source module ttoadies
module over several links, by kiag routing decisions ¢
switches. Generally heterogeneous MPSOC’'S [7]arder
progress in applications of multimedia and netwogksuck
sorts of operation mechanism created by the dynawoid
load, and this technique performs various numbérgasks
running simultaneously in multi processor systemsluip

In fact heterogeneous MPSOC'S design faces n
challenges like communication and computation kfefor
achieving better reliability and while introducel@adlock free
routing algorithm in geeric NOC's architecture [19,1.
which minimized communication energy, simultaneg!
communication system should assists to satisfystpecific
design constrains via bandwidth reservation. Inirgle
silicon die consists of humber of resources[18} thave to
communicate makes the use of interconnection systese(
on shared buses are not convenient, a simple tpoding use!
to resolve the problem of arhip communication is to use
Network on chip communication. This is the best wa
resolves thiaproblem of on chip interconnectio

Generally NOC based MPSOC's [7] with dynamic waskd
which minimize the occupations of NOc’s links ankboe
which investigates the reliability of various mapgp
algorithms. An application of dynamic [22] work W shows
even optimal mapping that may not meet best pedou®; it
requires some optimization technique such as tagkation.
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Task migration in mesh NOC’'s manipulate free frohe t Figure 2 show Junction Configurations for Other d&nof
congestion and load balancing as major objectinesilicon Routing Algorithms such as West-First, XY and Negafirst

chip establish network [8, 4, 13, and 16] resourassg
interconnection while communicating between theesgdlthk

some may get defects and failures, majorly momitpri

constraints as well as space and power limitatisus,to
resolve such sort of network problems which requseme
technique called Hardware/Software portioning &tpar.

On-chip communication supports hundreds of coresirigle
silicon wafer. Source routing has one major drawlzcover
head for storing the path information in headerevkry
packet. If the size of the network increases thdopmance
will reduces.[23] Junction based routing can resshsuch
kind of problems and it has two important issudatee to
junction based routing, such as numbers and posdfothe
junctions and path computation for efficient deadkl free

Fig 4. Negative-First Routing Algorithm
routing, while increasing the path length redudes riumber
of junctions.

The illustration of different routing algorithms @lt path
computations for Mesh topology NOC with junctioigufe: 1
shows that junction configurations for North-Lasbuing
Algorithm. Applying North-last routing algorithm, immum
number of junctions is 9.we define junction ratiofallows:

Fig 1 7x7 Task migration network using North-Last routaigorithm
with hop count Limit of 7

NJ/NN=Number of junctions/number of Nodes=9/49=0.18
Figure 1 shows the only possible configuration tfis case,

the number of available paths are generally redugbdn
using JBR.

routing algorithms are applied.

Fig 3. XY Routing Algorithms

For instance, applying XY routing algorithm, numbef
required junctions is 12. Figure-2, 3, ghows the only
possible configurations for these routing algorishnsed.

2. Objectives

Runtime task migration [14] was first proposed in
multicomputer with load balancing as the major otije.
However, specific NoC properties such as limitecbamt of
communication buffers, more sensitivity to implernaion
complexity, and tight latency and power consumption
constraints bring new challenges in using task atign
mechanisms in NoCs. As consequence, the efficiearny
applicability of traditional migration mechanisndefeloped
for multicomputers) are under question. Due to lthgted
resource budget in NoC-based MPSoCs as well ag tigh
performance constraints of running applicationghia paper,
we propose an efficient methodology based on inbaént-
to-point (VIPS for short) connections. These detgidaVIPs
connections provide low-latency and low-power pafbs
heavy communication flows created by multiple task
migration mechanisms.
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3. Related work

In earlier days various techniques has been intredlin mesh
multi computers such as task migration and multizsk
migration [8, 19, 22and 18].In this research paj8&rthree
types of migration was introduced, such as firsgration

called as Diagonal scheme major objective is tolaeepall

disjoint paths in one phase to migrate task basedXy

routing, second migration called Gather-routingtseang

algorithm express about to optimize the number askt
migration paths finite number of nodes in the sewsub mesh
and send them to the corresponding cores in thendéen

sub mesh which will then scatter the tasks to tliial

destinations. The above two migration schemes ambned
called hybrid scheme.

In [19], two task migration schemes are introdudéed2D

In paper [6] which deals process of migrate whaldecand
data transferred from one node to the chosen @gistimnode.
This paper mainly concerns evaluate task migratioNOC-
based MPSOC's to optimize entire system energyipdigen
and to achieve deadlines.

In paper [16, 23] which deals to recognize the clafe node
occurs in the network links. Here mainly concermsvhto
reconfigurable defective node/link can be handfedyever in
this literature survey investigates neither specitiask
migration nor supporting architecture has beenudised.

In the literature survey [2, 4, 5, 6, 7, 13, 14,dRl 15] says
that task migration obviously initialized at theusce node
which causes stalled execution of the tasks runmihghe
source core, and after that transmission of th& tasthe
destination core, resuming its execution in thetidagon
core. We are mainly concentrating to minimize theaver

wormhole-routed mesh multicomputer with all port$ oconsumption and improve overall network performawbée

communication model. So some constraints are apfdiethe overhead caused by migrating tasks when they ansferring

selection of source and destination sub meshes. T#OmM source core to destination core. Point-to-ppaths are

migration schemes, namely general task migratiberse (G- used to reduce the task migration time and powertmad

TMS) and near optimal task migration (NO-TMS). also manipulate over normal data flows to serviégration
process quickly.

In paper [22], two migration schemes are discussadely

ODC-SC and ODCFC. Here in this express about toaege

the active task in the mesh such that larger coatig area of 4. Problem Formulation

free nodes will be available for future allocatiofitie above ) ]

methods are trying to locating on destination subsmm In general 2D Mesh multi compu_ter consists of Io_nemory,

similarly when task migrates towards that sub mistreates Processor and router and some input and outputitund he

the minimum interfere with other tasks migrating tine @rchitecture of the 2D meshes multicomputer systemith

network. The word task migration was recently adseel, the Provides wormhole routing in all-port communicatiom

main theme concentrate on the mechanism of starti@gneral system level design of 2D mesh multicompute

mechanism on the source core and resuming theotagke depends up on graph-based design architecture. éshM
destination core. NOC's interconnects can be represented as somenptes

like size, router, bandwidth and buffer.

In paper [14], heterogeneous MPSOC’s major chaieraye
both communication and computation resources wdhileng
runtime task management. In the run time task rtigras ]
addressed in NOC's based on code checking poinfihg. Bandwidth (BW)

first platform resource is to require fast and aifincy on Buffer (B) _ N
NOC’S and second thing on NOC'’s resources reaiicat The _above parameters are essentially preferrekisriNNOC’s
taken place in case of mapping failure and chabgeke user architecture.

requirement. In this approach may concerns onlfop@ance
while neglecting power consumption.

Size consists of (X and Y) dimension parameters
Router consists of (source, destination)

Now we are dealing with task migration between tsudb
meshes SM [(x1, y1), (x2, y2)] or SM (W, H) wherd (y1)
and (x2, y2) are respectively, the coordinateg battom- left
and top-right corners of the source sub meshesSafif(x3,

y3), (x4, y4)] or SM’'(W, H) where (x3, y3) and (x¢4) are
respectively, the coordinates are bottom-left aop-right
gyrners of the destination sub meshes in 2D mes@'sl( is
defined as any IP core of SM to the correspondihgdres of
SM’ while other IP cores execute their tasks with stalled
communications. The main objective is to reduceoterhead
of migration to the normal communication of otherdores.

In paper [4], multi processor systems on chips tvisicowing
the interest in migration technique and also arigeth in
research and product development. The main thinghisf
paper deals about process migration only and damisider
performance and power consumption over heads
migrations. However it is well suited for singl@ig multi
processors and bus based MPSOC'’s with distribypedating
systems. Here in this paper deals which migratiased on
code check pointing and user level middleware suppfor

many MPSOC's application domains. ) ) ) o
In a network on chip while doing migration from ooere to

another; it incorporates migration time and power
consumption, simultaneously increases the ultinmetsvork
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latency. Average migration latency also involved task
migration is defined as average time interval betwéhe
source of migration and to reach the last migrafiibs in the
destination sub mesh.

In this research would like to introduce a packettched
network on chips which can also provide low-powed &w-
latency dedicated virtual point-to-point (VIP) psitbetween
any two nodes by bypassing the pipeline of therinégliate
routers.[12,22] A virtual channel of physical issigated to
by bypass the router pipeline stages. In this pdydier is
replaced by a register (1-flit buffer) which holdse flits
arriving on the virtual channels.

Figure 5. show the architecture of router impleragan
details of one input port and one output port also &IP is
connected between any two given nodes. The rodes a
multiplexer-tree-based crossbar fabric, since &etag packet

VIPs sends corresponding packets using VC 0 ofotitput
port via flits should be transferred.

VIPs are usually allows the packet depends up aeroof
importance (prioritized) over packet switched netwvdo
mitigate the effect of any congestion between nbérndata
packets and VIP data packets. VIPs are allowed huge
communication flow via dedicated pipeline link frosource
core to the destination core. VIP connection shawtlallow
sharing the same link that is each router porttEansed by at
most one VIP connection. VIP flits are bypass onmrter
pipeline stages and power consumption and delatecklto
buffer read, write, switch allocator and VC allanat are
removed. So the resulting of high communicationwflm
VIPs takes an advantage of power saving and rexugti
average message latency.

coming through an input port does not loop back;chea®- Proposed approach

multiplexer is connected to three input ports adl ase the
local PE. VIP register has to set 1 refers asifal] when the
register has incoming flits to service. So thanaigused to
select the multiplexer connecting one of the VCsthe
crossbar input. If the register is empty refersfalt= O,

usually virtual channel is selected based on thecoming of
the routing function. Virtual channel allocationdaswitch
allocation units are traditional role in packet t®hed
networks.

[ Routing} [vc Auoc] [Switch Alloc]

¥ T T

W

VIP
Alloc.

Fig 5. Router Architecture

Otherwise VIP register is directed to the crosshput. The
full signal is used to control the crossbar operatind also it
is used to control the arbiter and allocates thguduport to
the input port of the VIP in the buffer. It seerosbie just like
traditional role of packet switched network on chifn some
aspects of baseline packet switched router VIPsran@ves
to adding 1-flit buffer at each input port and VdRocator at
the output port and some 1-flit wires to propagatsignal is
full which has minimal impact on the base line syut
architecture and imposes a negligible area overheizde

The proposed low-power and low-latency task migrati
strategy is based on hybrid scheme algorithm [&] ases
VIPs [12] for the paths involved in task migratitm reduce
the average migration latency (AML) and hence tbtalt
mean network latency and power consumption.

Hybrid scheme is a combination of both diagonakseh and
gathering-routing-scattering algorithrm based on X-Y
wormhole routing, and then source sub mesh make® in
several rectangular sub partitions which consistsize i.e.
p*g as shown in figure 6. Sub partition of mesh 8WIp,H/q)
where W/p,H/q are the width and height of panidd sub
mesh. In order to reduce the number of task migmatiaths, a
set of IP cores at the source sub mesh into saitopartitions
are selected to gathering the tasks of the IP ctweated on
destination diagonal line, on each row or colummrach sub
partition, depending on the size of p and g. Tipigraach is
similar to Gathering- routing-scattering algorithemmd then
diagonal scheme should allocate schedules max (YA/p)
phases is used to route the accepted subtasks eio th
corresponding core. In the first step, each sulitiper is
represented as sub core is used to distributeulitasks on
each core to their corresponding destination cétence
scattering scheme is used to transfer subtasksadm rew or
column in each super core to complete the multiplek
migration.

In this approach we are mainly concentrating on grow
consumption, network latency, message latency agdation
latency. The process of multiple task migrationused to
transfer the data from one core to another coret sblizes
some mechanism that is hybrid scheme. In the hygmigeme
the first process is used to collect each sub imstach sub
core and each row or column; hence it is congedtiea In
addition to that there is congestion when nodeocatied on
the diagonal scheme in each sub core migratesittined
sub tasks to its corresponding core. The next poge used
combined the previous steps such as Gathering eggbrehl
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scheme. Finally the last process is used to tasteepthat it
scattering scheme which is regge to transfer each sub t:
to their nodes of each row or column in each sule.ddsing
this technique number multiple task migration flowase
reduced. Hence Hybrid scheme is congestion freeefmh
phase.

Gathering step obtaining derivation of &ralculated ¢
T ganer = max ([log. p], [loge ql)*t s+ max ([logzp™],
[logz0™])*t .

t = startup latency
t « = link between the neighboring nodes
m =number of flits.

Diagonal step obtaining derivation of time calcetht:
T diagona = Max ([W/p], [H/AD)*(t s+ max (m p, m q)*t,)

Finally scattering scheme obtaining derivation dmet
calculated as

T scater= T gatner NEreE it Obtains the time taken by the scatt
square of that time taken by the gathering process.

Totaltransmission time (hybrid time) is combined ofabve
parameters such gathering time, diagonal time aaltes
time.

There foreT hybrid =T gather+ T diagonal +T scatter

The process of hybrid scheme is involved in mudtiphsk
migration as shown in figure below
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Fig: 7 Sub meshss incass w<=h

VIPs are connected in the form of peeer from source st
mesh to destination sub mesh. The performance oikep
switched NOC'’s architecture uses light weight [22] setuf
network to control VIPs establishment. Supposhkefeare no
sufficient resources from new VIP connection retjubst
new VIP can tear down old VIPs. The strange new |
provides a weight based on the channel requiredthé&
proposed multiple task migration strategy, VIPpriritizing
formed for multple task migration over other possible V
built for normal high volume communication flo\

6. Experimental Results

In this section, we evaluate the proposed Mutipdsk
migration schemes using Gathering-Routing-Scattering
algorithm [8]. All considereanutiple task migration strategi
and the proposed technique are implemented on a@
architecture simulated by Xmulator [2]. Xmulator] [B a
fully-parameterized discrete event  simulator
interconnection networks which is augmented withio®
library [19] to calculate the power consumption of
network. Also, the hardware and software requirdméar
VPMPs establishment and control networks are emdlat
this environment. Simulation experiments are penfxt for a
128-bit wide system. Moreoverhe process feature size ¢
working frequency of the NoC is set to 65nm and RB{z.
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Fig. 6 Average total network latency

206



International Journal of Computational Intelligence and Informatics, Vol. 1 : No.3, October — Decembef011

=
o

s

F

,// / == AvgTotalNodelatency
using Multiple task
/ migration

0.01 0.015 0.02

o —4—AvgTotalNodelatency
] using task migration

[ N U T R N -]

Fig. 7 Average total node latency

In summary, the proposed VPMPs based scheme hased
the average message latency by 16%, average nedeyey
15%, and total network power by 13% with respec
Gathering-Routing-Scattering method.

7. Conclusion

In this paper, we proposed multiple task migra
schemes in mesh-based NoCs based ondtemcy and lov-
power virtual point-to- point (VIPS) connection:
Experimental results revealed that the proposedmsehcoulc
improve over earlier technology. Thisiprovement was du
to a series of strategies used in the proposed adetle.
multiple task migation was enhanced the message le rate
with in short span of latency during VIPs estabtigmt and
also pipelining migration VIPsvere prioritized over rrmal
VIPs. Since a new VIPs connection could tear d
previously established VIPs (if suitable), we cowdden
prioritize scenarios with multiple task migratiomdahence
network performance improvement can be achieveéutlre
we can expect some morehancement using virtual po-
to- multi point connectionin the presence of super sce
methodology which will provides low latency and Ipower
heavy communication flow created by multiple tasgnation
mechanism.
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